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Message-level Claims Require Message-level Data Analyses: 
Aligning Claims and Evidence in Communication Research
Daniel J. O’Keefe

Department of Communication Studies, Northwestern University, Evanston, IL, USA

ABSTRACT
Researchers often invoke individual-level correlations (correlations between 
properties of individuals) as a basis for message-level claims (claims about 
properties of messages). For example: “People who are more transported by 
a narrative message are generally also more persuaded by it; individuals’ 
transportation and persuasion scores are positively correlated. Therefore 
narratives that are more transporting will be more persuasive than narratives 
that are less transporting.” But that inference is mistaken. The reasoning 
mistake is not specific to that example, but rather is a common mistake in 
communication research. This article explains the reasoning mistake, identi-
fies multiple examples of the mistake, and discusses implications of and 
remedies for this circumstance.

Consider the following reasoning: “Narrative transportation and persuasion are positively correlated: the 
more individuals are transported by a narrative (carried away by the story, immersed in the story world, 
etc.), the more persuaded they are. Hence when creating narrative messages meant to persuade, message 
designers should make the messages highly transporting, because messages that are more transporting 
will be more persuasive.” This reasoning sounds quite sensible, but in fact is deeply flawed. The reasoning 
mistake here is not specific to narrative messages or transportation or persuasion, but instead is 
a common and general mistake evident in several aspects of communication research.

In what follows, this article first specifies and explains the mistake in this reasoning. A second 
section provides multiple examples of the mistake. A concluding section discusses implications of, and 
remedies for, this circumstance.

The reasoning mistake

To continue the example: It seems obvious that if individuals who are more transported by 
a narrative are more persuaded (than individuals not so transported), then narratives that are 
more transporting will be more persuasive (than narratives that are not so transporting) and hence 
persuaders should use those narratives that are more transporting. For example, Green and Clark 
(2013) noted that “individuals who are more highly transported into narratives show greater 
attitude, belief and behavior change” (p. 477); one implication drawn was that “if a smoking 
scene occurs in a highly transporting movie, it should have a stronger effect on individuals’ 
attitudes and behaviors than a smoking scene in a less transporting film” (p. 481). Similarly, 
A. J. Dillard et al. (2018) found that among people who read a narrative about skin cancer, greater 
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transportation was associated with stronger behavioral intentions; this led to the question of “what 
types of cancer narratives may lead to the greatest transportation” (p. 588), because of the 
inference that narratives producing greater transportation would be more persuasive than narra-
tives that are less transporting.

But in fact such inferences are mistaken. This can straightforwardly be illustrated through 
a hypothetical dataset.

The mistake concretely illustrated

This hypothetical dataset arises from an experiment comparing the persuasiveness of three narratives 
(A, B, and C). Each message condition has four participants (so N = 12), with two dependent variables: 
a measure of transportation (e.g., Green & Brock, 2000) and a measure of persuasion (such as attitude, 
intention, or behavior). Participants’ (transportation, persuasion) scores are as follows. For message A: 
(56,48), (66,58), (76,68), and (86,78). For message B: (40,40), (62,62), (72,72), and (94,94). For message 
C: (78,86), (68,76), (58,66), and (48,56).

The correlation between individuals’ transportation scores and persuasion scores is strongly 
positive, .90. The rank-order of messages on transportation is A, B, C (means of 71.0, 67.0, and 
63.0, respectively). The rank-order of messages on persuasion, however, is C, B, A (means of 71.0, 
67.0, and 63.0, respectively). That is, the messages’ ranking on transportation is the opposite of 
their ranking on persuasion: the message that is most transporting is the message that is least 
persuasive.

Obviously, then, even if individuals who are more transported are more persuaded, that does not 
necessarily show that messages that are more transporting will be more persuasive. As the hypothetical 
dataset illustrates, it is possible – even in the same dataset – for individuals’ transportation and 
persuasion scores to be strongly positively correlated (+.90) while messages’ transportation and 
persuasion scores are strongly negatively correlated (-1.00). And hence it is a mistake to reason that 
“because individuals who are more transported by a narrative are more persuaded than individuals less 
transported, therefore narratives that are more transporting will be more persuasive than narratives 
that are less transporting.”

This hypothetical dataset illustrates the possibility of divergence between (on the one hand) how 
transportation and persuasion are related when the unit of analysis is individuals’ scores and (on the 
other hand) how those two variables are related when the unit of analysis is messages’ scores. But 
notice: the possibility of divergence. It is an empirical question whether messages that are more 
transporting are also more persuasive (that is, whether messages’ transportation and persuasion scores 
are positively related).

To be clear: The claim being advanced here is a methodological one, not a substantive one. The 
claim is not (e.g.) that narratives evoking greater transportation are no more persuasive than 
narratives evoking less transportation. The claim concerns what counts as evidence relevant to the 
assertion that narratives evoking greater transportation are more persuasive than narratives evoking 
less transportation. And the argument advanced here is that positive correlations between individuals’ 
transportation scores and persuasion scores are not relevant evidence, because – as the hypothetical 
dataset illustrates – it is possible for individuals’ transportation and persuasion scores to be strongly 
positively correlated even if narratives evoking greater transportation are less persuasive than narra-
tives evoking less transportation.

So with respect to the question of whether narratives evoking greater transportation are more 
persuasive than narratives evoking less transportation, the relevant evidence is how messages’ trans-
portation and persuasion scores are related, not how individuals’ transportation and persuasion scores 
are related. One cannot draw any warranted conclusions about how messages’ transportation and 
persuasion scores are related just from seeing how individuals’ transportation and persuasion scores 
are related. Thus it is a mistake to use individual-level transportation-persuasion correlations as a basis 
for conclusions about message-level transportation-persuasion correlations.
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Some clarifications

The problem described abstractly
The discussion to this point has relied on the concrete example of narrative messages’ transporta-
tion and persuasiveness. But it is important to see that the possibility of divergence (between 
individual-level correlations and message-level correlations) does not arise from the particular 
variables used in that example, but rather is a consequence of the mathematics of correlation 
coefficients – and hence can arise whenever the unit of analysis changes from a lower-level unit 
(such as individual person) to a higher-level unit (such as message) based on aggregating cases 
from the lower-level unit.

For example: A manufacturing plant has three machines that make widgets. The quality of a widget 
is thought to vary depending on the molecular density of the widget. So a sample of four widgets is 
drawn from the output of each machine, and these are assessed for molecular density and for widget 
quality. For machine A, the widgets have the following (density, quality) pairs of scores: (56,48), 
(66,58), (76,68), and (86,78); for machine B, the scores are (40,40), (62,62), (72,72), and (94,94); for 
machine C, the scores are (78,86), (68,76), (58,66), and (48,56). (Yes, these are the same numbers as 
above.) The widget-level density-quality correlation is .90 (N = 12). This naturally invites the conclu-
sion that whichever machine produces widgets with the highest density is the machine that should be 
preferred, because it will produce the widgets with the highest level of quality. But, as above, the rank- 
order of machines on the density of their output (A, B, C) is the opposite of their rank-order on quality 
(C, B, A); the machine-level density-quality correlation is negative (−1.00), that is, the machine that 
produces the highest average density produces the lowest average quality. The widget-level correlation 
is positive, but the machine-level correlation is negative.

The point of this widget example is to illustrate the generality of the phenomenon under discussion. 
In the narrative transportation example, the possibility of divergence between individual-level results 
and message-level results does not arise from the fact that individual people are involved, or from 
something about the nature of narrative messages, or from properties of the transportation and 
persuasion variables. The possibility of divergence arises because correlation coefficients can vary 
when the unit of analysis changes from a lower-level unit (individual people, individual widgets) to 
a higher-level unit (message, machine).

Simpson’s paradox
Some readers have thought that the point under discussion is an example of Simpson’s paradox 
(Simpson, 1951; see Malinas & Bigelow, 2016). It is not.

As applied to the circumstance of interest here, Simpson’s paradox involves comparing correlations 
computed either across the entire set of observations or within subsets of those observations. For 
example, higher doses of a medication might be associated with higher disease recovery rates across all 
participants (a positive correlation between dosage and recovery), but a different picture can emerge 
when subgroups are analyzed separately. The dose-recovery correlation could be negative among men, 
and also negative among women (see Kievit et al., 2013). That is, the correlations within subgroups 
(subsets of the data) can be different from the correlation based on the entire dataset – hence the 
apparent paradox.

Notice: Those different correlations were all computed using the same unit of analysis, namely, the 
individual person. That is, all those correlations were computed by looking at the relationship between 
individuals’ dosage scores and recovery scores. Simpson’s paradox arises when the individual-level 
correlations in subgroups are different from the individual-level correlation computed using all the 
data.

The phenomenon of interest here is different. The circumstance of interest does not involve finding 
different results when examining subsets of cases as opposed to when examining an entire set of cases. 
The circumstance of interest involves finding different results when examining a given set of cases – 
the entire set of cases – using different units of analysis. In the hypothetical examples above, all 12 pairs 
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of observations were included in the dataset; what differed was whether those observations were 
analyzed at the individual level (person, widget) or at some aggregate level (message, machine).

The atomistic and ecological fallacies
However, the circumstance of interest here is related to what is called the atomistic fallacy – and thus 
to its better-known relative, the ecological fallacy (Firebaugh, 2015).1 The classic form of the ecological 
fallacy is interpreting correlations using aggregate (group) units of analysis as if they were correlations 
using individual units of analysis.

As a simplified example: Imagine a researcher wants to examine the relationship between indivi-
duals’ education and income (whether people who have more education make more money). The 
researcher does not have information about individual people, but does have US state-level data about 
education and income – the average amount of education and the average amount of income for 
residents of each of the 50 states. So the researcher computes the state-level correlation between 
education and income (N = 50) and interprets it as speaking to the question of whether individuals 
who have more education make more money.

But, as has been recognized for some time, this reasoning is fallacious (the classic discussion is 
Robinson, 1950). The correlation between income and education at some aggregate level (e.g., state- 
level) is not necessarily indicative of the correlation between income and education at the individual 
level. To support claims about individual-level relationships, one wants individual-level data.2

The atomistic fallacy (also called the individualist fallacy) is the inverse of the ecological fallacy 
(Atomistic Fallacy, 2008; Mackenbach, 2000). Where the ecological fallacy is the mistake of drawing 
conclusions about lower-level units of analysis on the basis of correlations using aggregate-level units 
of analysis, the atomistic fallacy is the mistake of drawing conclusions about aggregate-level units of 
analysis on the basis of correlations using lower-level units of analysis. But the two fallacies have the 
same underlying basis: a failure to recognize that as the unit of analysis changes, the correlation 
between two variables can be quite different – and hence correlations using one unit of analysis are not 
a dependable basis for conclusions about correlations using a different unit of analysis.

The reasoning mistake of interest here thus is an example of the atomistic fallacy. The specific 
mistake of interest is that of drawing conclusions about messages (an aggregate-level unit of analysis) 
on the basis of correlations using individual people (a lower-level unit of analysis).

Summary

To sum up to this point: (1) The correlation between two variables can be affected by the unit of 
analysis. When data are aggregated into higher-level units, the correlation can change – not only in 
magnitude but even in direction. Thus it is a mistake to use correlations based on lower-level units of 
analysis to support claims about higher-level units of analysis. (2) This is a property arising from the 
mathematics of correlation coefficients. That is, it doesn’t matter what the substantive variables are 
(persuasion, widget quality, income, etc.), and it doesn’t matter what the units are (people, messages, 
US states, etc.). Whenever data are aggregated, the two correlations can diverge. (3) The reasoning 
mistake does not reflect Simpson’s paradox, but is an example of the atomistic fallacy. (4) The fact that 
the correlations can diverge when data are aggregated does not mean that the correlations do diverge. 
Whether divergence actually happens is an empirical question – but divergence is always possible and 
hence one cannot underwrite conclusions about higher-level correlations on the basis of lower-level 
correlations. For communication research, then, the relevant point is: It’s a mistake to draw conclu-
sions about message-level correlations on the basis of individual-level correlations.

1At this writing, Wikipedia has an entry for “ecological fallacy” but not for “atomistic fallacy.”
2The ecological fallacy is not specific to cases in which individual people are one of the units of analysis. The point applies generally 

to lower-level and higher-level (aggregated) data, no matter what the specific units of analysis are. So, for example, researchers 
interested in the relationship of educational spending and student achievement might find different results depending on whether 
the unit of analysis is the individual school or the school district (that is, aggregated across individual schools).
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Illustrations of the mistake in communication research

The purpose of this section is to show that researchers do in fact make the sort of reasoning mistake 
under discussion: inappropriately taking evidence about the individual-level relationship of variables 
to support conclusions about the message-level relationship of those variables.

Identifying psychological targets for persuasive messages

One common way of identifying psychological states that might be plausible targets for persuasive 
messages – and thereby justifying designing messages focused on evoking a given state – is by examining 
individual-level correlations between psychological states and persuasive outcomes. If psychological state 
S is positively correlated with persuasive outcomes, the inference is that messages evoking higher levels of 
S will be more persuasive than messages evoking lower levels of S. That sort of reasoning underlies the 
earlier transportation-persuasion example, in which individual-level correlations between transportation 
and persuasion were invoked as a justification for the belief that narrative messages that are more 
transporting will be more persuasive than narrative messages evoking less transportation.

Such reasoning is quite common. For example, Z. Xu and Guo’s (2018) meta-analysis reported 
a substantial positive mean correlation (.54) between individuals’ reported guilt and their health- 
related attitudes and intentions, concluding that “the guilt appeal is a powerful tool for public health” 
(p. 524). But even if individuals’ guilt feelings are positively correlated with their health attitudes and 
intentions, that does not imply that messages arousing greater guilt will be more persuasive (in effects 
on attitudes and intentions) than messages arousing lesser amounts of guilt.3

As another example: Tal-Or and Cohen (2016) carefully distinguished transportation and character 
identification as distinct processes underlying narrative effects. In noting that the two states had 
different relationships with various outcomes (as indicated by different patterns of individual-level 
correlations), they pointed out that “while changes in attitudes seem to be affected by both processes, 
changes in the self tend to be more influenced by identification” (p. 56). The proffered implication for 
message design was that in contexts such as health communication in which “it is often desirable to 
increase feelings of vulnerability or to create some change in how people see themselves,” “message 
producers would do well to focus on creating characters with whom audiences will identify” (p. 56). 
But even if individuals who identify more with a narrative character are more persuaded, that does not 
imply that messages containing characters with whom audiences identify (that is, messages evoking 
greater identification) will be more persuasive than messages without such characters (messages 
evoking less identification).

As another example: Ma and Ma (2022) reported that flu and COVID vaccination intentions were 
positively correlated with the degree to which individuals were focused on long-term (but not short- 
term) consequences; the implication drawn was that “vaccination promotion campaigns would benefit 
from a focus on promoting future positive outcomes of vaccination . . . rather than minimizing 
immediate concerns” (p. 959). But even if individuals’ degree of concern about long-term conse-
quences is positively correlated with their vaccination intentions, that does not imply that messages 
evoking greater concern about long-term consequences will be more persuasive (in effects on inten-
tions) than messages evoking less concern about such consequences.

As these examples suggest, it is common for researchers to have discovered dependable 
individual-level relationships between a psychological state (transportation, guilt, identification, 
concern about future consequences) and an outcome of interest (e.g., persuasion) – and then to 
have concluded that messages that are more effective (than other messages) in evoking the 

3If a concrete demonstration is needed, the same hypothetical dataset can serve. Imagine a study with three persuasive messages (A, 
B, and C) and assessments of both guilt and intention, with participants’ guilt and intention scores as above. The individual-level 
guilt-intention correlation is + .90, but the message that scored highest on the guilt outcome scored lowest on the intention 
outcome; the message-level guilt-intention correlation is −1.00. (This same hypothetical dataset can serve as a similar concretiza-
tion of all the following examples.)
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psychological state will also be more effective in producing the outcome. But that reasoning is 
defective: the existence of positive individual-level correlations between a psychological state and 
an outcome is not good evidence for the claim that messages varying in the elicitation of the 
psychological state will correspondingly vary in the elicitation of the outcome. To underwrite 
a claim that messages varying in the elicitation of the psychological state correspondingly vary in 
the elicitation of the outcome, the kind of evidence needed is message-level evidence: direct 
evidence that messages that vary in their elicitation of the psychological state also vary in their 
elicitation of the outcome.

So if a researcher wants to know whether messages that are more successful in evoking a given 
psychological state are more persuasive than messages not so successful in evoking that state, the 
relevant evidence consists of appropriate message-level analyses – analyses that compare messages that 
vary in evocation of the psychological state of interest. And in fact, in the expectation that messages 
arousing greater fear or guilt or hope would be more persuasive (compared to messages arousing less 
fear or guilt or hope), many researchers have conducted appropriate message-level analyses by 
obtaining experimental data comparing the persuasiveness of messages confirmed to differ in the 
amount of fear or guilt or hope aroused. For example, Krisher et al. (1973) compared persuasive 
appeals that differed in the amount of fear aroused, but found no differences in intention. Bozinoff and 
Ghingold (1983) compared persuasive messages that differed in the amount of guilt aroused, but 
found no differences in attitude or intention. And Panagopoulos (2014) found that treatments 
successful in inducing variations in hope did not vary in persuasive effects.

Indeed, when researchers have pursued both individual-level and message-level analyses, disjunc-
tures between the two sets of results have sometimes appeared – exemplifying the potential pitfalls 
associated with using individual-level associations as a basis for message design choices. For example, 
Lee et al. (2016) experimentally tested whether messages addressing beliefs known to be more strongly 
associated with intentions (i.e., stronger individual-level correlations) would be more persuasive than 
messages addressing beliefs not so strongly associated with intentions; but the message-level analysis 
found that “contrary to expectations, all messages increased intentions” (p. 433). Similarly, in J. Xu’s 
(2022) study 1, measures of individuals’ shame were positively correlated with charitable donation 
intentions; however, study 2—a message-level analysis of shame appeals – found that shame arousal 
was not associated with such intentions.

Justifying website design choices

The discussion to this point has (for convenience) been phrased in terms of messages, but the same 
considerations apply to other objects of interest in communication research such as websites. One 
common way of underwriting website design choices is to examine individual-level correlations 
between perceptions of website properties. Abstractly expressed, the reasoning is as follows: “indivi-
duals’ perceptions of website property X and website property Y are positively correlated; therefore, if 
you want your website to be perceived as high in X, design it so it is perceived as high in Y.”

For example, Choi et al. (2022) found that (inter alia) perceived interactivity was strongly associated 
with the perceived credibility of health websites and concluded that “the current findings imply that 
interactive design features . . . raise the credibility of websites as an information source” (p. 132). But even 
if individuals’ perceived interactivity scores and perceived credibility scores are positively correlated, that 
does not show that websites that have (or are perceived as having) more interactive design features will be 
perceived as more credible than websites lacking (or perceived as lacking) such features.

Koranteng et al. (2022) found perceived task support to be “the most relevant determinant” of 
perceived website credibility and so recommended that “designers must therefore continue to update 
their systems with new and relevant features that support user core tasks” (p. 3626). But even if 
individuals’ scores on perceived task support and perceived credibility are strongly positively corre-
lated, that does not imply that website scores on perceived task support and perceived credibility will 
be positively correlated.
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In these examples, individual-level correlations are taken to underwrite claims about website-level 
relationships, but this is not sound reasoning; even if the individual-level correlation is strongly 
positive, that does not imply that the website-level correlation will be positive. To underwrite 
a claim that websites varying in the elicitation of one psychological state correspondingly vary in 
the elicitation of another, the kind of evidence needed is website-level evidence: direct evidence that 
websites that vary in their elicitation of the first psychological state also correspondingly vary in their 
elicitation of the second.

Choosing contexts for advertising

The program context in which advertising appears has been extensively studied as a possible influence 
on ad-related outcomes (e.g., ad memory, ad liking, ad effectiveness). One form of evidence has been 
individual-level correlations between perceptions of media programs and advertising outcomes.

For example, Kwon et al.’s (2019) meta-analysis reported that viewers’ memory for advertising was 
positively correlated with (inter alia) viewers’ liking of the media program in which the ad appeared. 
The implication drawn was that “media users will more likely recognize and recall advertisements 
when they are placed in media contexts associated with . . . higher program liking” (p. 107). But even if 
individuals’ program liking is positively correlated with their memory for ads, that does not imply that 
ads in well-liked programs will be better remembered than ads in less-well-liked programs.

As another example, Malthouse et al. (2007) found that individuals’ feelings of being absorbed by 
the stories in a magazine was positively correlated with individuals’ liking of the ads in the magazine. 
The inference drawn was that “an advertisement in a magazine with absorbing stories is worth more to 
the advertiser than the same ad in a magazine that provides lower levels of this experience” because the 
former sort of magazine would generate greater ad liking (p. 14). But even if individuals’ absorption 
into stories is positively correlated with their liking for ads, that does not imply that ads in magazines 
with absorbing stories will be better liked than ads in magazines with less absorbing stories.

In these examples, individual-level correlations are taken to underwrite claims about context-level 
relationships, but this is not sound reasoning; even if the individual-level correlation is strongly 
positive, that does not imply that the context-level correlation will be positive. To underwrite 
a claim that advertising contexts varying in some property (e.g., program liking) correspondingly 
vary in ad outcomes, the kind of evidence needed is context-level evidence: direct evidence that 
advertising contexts that vary in that property also correspondingly vary in ad outcomes. For an 
example of a context-level analysis, see Malthouse and Calder (2010, esp. p. 222).

Justifying proxy outcomes

In communication research aimed at seeing whether different messages produce different effects (e.g., 
whether gain-framed and loss-framed appeals differ in persuasiveness), researchers sometimes use one 
outcome as a proxy for a different outcome.4 This is routinely justified by pointing to positive 
correlations between the two outcomes – more carefully, positive individual-level correlations. 
Expressed abstractly, the reasoning is: “Individuals’ scores on outcome X and outcome Y are positively 
correlated. Therefore the relative standing of messages on outcome X will be a good indicator of the 
relative standing of messages on outcome Y.” But this reasoning is defective, because positive 
individual-level correlations do not guarantee parallel positive message-level correlations.

In what follows, three examples of such reasoning are discussed: using attitude and intention 
outcomes as proxies for behavioral outcomes, using measures of perceived message effectiveness as 
proxies for measures of actual effectiveness, and using neuropsychological assessments as proxies for 
attitude measures.

4This is not a “proxy variable” in the customary technical sense, because the outcome being proxied is not intrinsically unobservable 
or unmeasurable. But it is a proxy in the sense of being used as a stand-in.
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Justifying using attitude and intention outcomes in persuasion effects research
In research comparing the persuasiveness of two messages (e.g., a strong fear appeal and 
a weak fear appeal), it is common for researchers to use outcomes measures that assess non- 
behavioral outcomes such as attitude or behavioral intention (e.g., “I intend to get a flu shot”) 
rather than measures of behavioral performance (actually getting a flu shot). Behavioral 
outcome assessments are often difficult to obtain, but attitude and intention measures are 
relatively easy to deploy. So researchers compare the persuasiveness of messages on non- 
behavioral outcomes rather than behavioral ones, even though the eventual conclusions of 
interest concern the relative persuasiveness of messages on behavioral outcomes. This practice 
of using non-behavioral outcomes is often justified by pointing to positive correlations 
between individuals’ scores on non-behavioral measures and their scores on behavioral 
measures.

As examples: Anderson et al.’s (2019) study of the effects of educational contraceptive posters used 
(inter alia) intentions as an outcome variable; they acknowledged that “our study does not assess the 
impact of these posters on actual behaviors” but noted that “we did measure contraceptive intentions, 
which have been shown to be a good predictor of behavior” (p. 61). Roberto et al.’s (2017) study of the 
effects of a cyberbullying prevention intervention used intention measures as outcomes, but pointed to 
the positive correlations between intentions and behaviors as a rationale: “while we acknowledge that 
behavior is the gold standard when assessing the effects of any intervention, we are encouraged by the 
numerous meta-analyses that have consistently found medium to large effect sizes between intentions 
and behavior in a wide variety of contexts” (p. 6). In their study of the effects of narrative and 
nonnarrative pandemic messages, Gong et al. (2022) noted as a limitation that “our study assesses 
intentions rather than actual behaviors,” but also pointed out that “intentions can be strong predictors 
of actual behaviors” (p. 856). Nan et al. (2015) acknowledged that their study of narrative HPV 
messaging assessed intentions rather than vaccination behaviors, but noted that “intentions strongly 
predict actual behaviors” (p. 306). Ratcliff et al.’s (2019) study of gain-loss framing messages used 
physical activity attitudes and intentions as outcome measures, arguing that “attitudes and intentions 
are useful indicators of whether a person is likely to continue or adopt an advocated behavior” 
(p. 2644).

But the reasoning behind such justifications is defective. It could simultaneously be true that (a) 
individuals’ scores on non-behavioral and behavioral measures are positively correlated and (b) 
messages’ scores on non-behavioral and behavioral measures are negatively correlated. So, for exam-
ple, even if individuals’ intention and behavior scores are strongly positively correlated, messages’ 
relative standing on intention outcomes could nevertheless be the opposite of those messages’ standing 
on behavioral outcomes.

The point here is not that non-behavioral measures are inevitably a poor substitute for behavioral 
measures in studies of messages’ relative persuasiveness. The point here is that the use of non- 
behavioral measures to address questions of messages’ relative persuasiveness with respect to beha-
vioral outcomes cannot be justified by pointing to positive individual-level correlations between non- 
behavioral and behavioral measures. To see whether messages’ relative standing on behavioral out-
comes matches their relative standing on non-behavioral outcomes, one needs to undertake message- 
level analyses. For an example of a message-level analysis, see O’Keefe (2021).

Justifying using perceived effectiveness measures in message pretesting
In message pretesting research aimed at identifying the most persuasive of several candidate 
messages, researchers have often used measures of perceived message effectiveness (PME) 
rather than measures of actual message effectiveness (AME, e.g., attitude, intention, or 
behavior). PME measures might be thought more convenient or easier to administer, so 
researchers try to identify the relatively more effective message by comparing messages’ scores 
on PME, even though the eventual conclusions of interest concern messages’ differences 
on AME.
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The practice of using PME measures has often been justified by pointing to positive correlations 
between individuals’ PME scores and their AME scores (e.g., J. P. Dillard et al., 2007). As examples: In 
validating the Alcohol Message Perceived Effectiveness Scale (AMPES), Jongenelis et al. (2023) 
pointed to positive correlations between individuals’ AMPES scores and “enactment of protective 
behavioral strategies;” their conclusion was that “the AMPES appears to be an appropriate tool to . . . 
assist in the development of public health messages designed to reduce alcohol consumption.” Kikut 
and Trzebiński (2023) used a measure of PME as a persuasive outcome, reasoning that “PME has been 
validated as a strong predictor of behavioral intention and behavior” (p. 6). Simchon et al. (2024) used 
perceived persuasiveness ratings to assess political messages, writing that “a meta-analysis revealed 
a reliable link between self-reported persuasion and measures of attitudes or intentions . . . confirming 
the appropriateness of perceived persuasion ratings for our research” (p. 3). Hackworth et al. (2023) 
assessed respondents’ PME for various cigarette pack inserts, noting that “PME is a predictor of quit 
intentions and smoking cessation behaviors” (p. 3).

But the reasoning behind such justifications is defective. It could simultaneously be true that (a) 
individuals’ PME and AME scores are positively correlated and (b) messages’ PME and AME scores are 
negatively correlated. So, for example, even if individuals’ PME and AME scores are strongly positively 
correlated, messages’ relative standing on PME could nevertheless be the opposite of messages’ 
standing on AME.

The point here is not that PME measures are a poor substitute for AME measures in research 
aimed at pretesting messages’ relative persuasiveness. The point here is that the use of PME 
measures to address questions of messages’ relative AME standing cannot be justified by pointing 
to positive individual-level correlations between PME and AME measures. To see whether mes-
sages’ relative standing on PME matches their relative standing on AME, one needs to undertake 
message-level analyses. For an example of a message-level analysis, see O’Keefe (2018; also see 
O’Keefe, 2020).

Justifying using neuropsychological assessments as outcome measures
In recent years, researchers have begun exploring neuropsychological measures as useful addi-
tions to the methodological arsenal. Such measures offer the prospect of advancing our under-
standing of brain-related underpinnings of message effects. But sometimes the justification for 
the use of such measures takes the form of individual-level correlations with more traditional 
outcomes.

For example, Ntoumanis et al. (2023) exposed participants to a message about the risks of sugar 
consumption, reporting that electroencephalographic (EEG) responses were correlated with decreased 
appeal of sugar products (as assessed by willingness-to-pay). The conclusion was that “EEG is 
a powerful tool to design and assess health-related advertisements before they are released to the 
public” (p. 1), but that inference is not well founded. Even if individuals’ EEG responses are correlated 
with attitudes, that does not imply that messages producing stronger EEG responses will be more 
effective than messages producing weaker EEG responses.

The point here is not that neuropsychological assessments are inevitably a poor substitute for 
attitude measures in studies of messages’ relative persuasiveness. The point here is that the use of 
neuropsychological measures to address questions of messages’ relative persuasiveness cannot be 
justified by pointing to positive individual-level correlations between neuropsychological measures 
and attitude measures. To see whether messages’ relative standing on neuropsychological measures 
matches their relative standing on attitude outcomes, one needs to undertake message-level analyses. 
For examples of message-level analyses, see Imhof et al. (2017) and Wang et al. (2013); sensitivity to 
the distinction between individual-level and message-level analyses is explicitly present in Burns et al. 
(2019, p. E5) and Falk et al. (2015, pp. 35–36).
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Summary: justifying proxy variables
In a variety of research applications, researchers have justified the use of a given proxy variable by 
pointing to positive individual-level correlations between the proxy variable and the variable of 
interest. But for underwriting claims about messages, such justifications are defective. Even if 
individuals’ scores on two variables are positively correlated, that does not show that messages’ scores 
on those two variables are positively correlated. To see whether a given proxy variable is appropriately 
substituted for some other variable in research advancing claims about messages, what’s required is 
message-level analyses, that is, analyses that speak to the question of whether messages’ relative 
standing on the proxy variable generally matches messages’ relative standing on the other variable.

Conclusion

Researchers often invoke individual-level correlations as a basis for claims about message-level 
correlations. But this is a mistake. When the unit of analysis changes from individual to message, 
the size and direction of the correlation can change as well. Underwriting claims about message-level 
relationships thus requires message-level data analyses.

Mediation

Some readers have wondered how statistical mediation analyses fit into this picture. Briefly: There are 
two questions to be distinguished. One question is whether a message variation produces an effect on 
an outcome – that is, whether the two message forms being compared (e.g., gain-framed vs. loss- 
framed, narrative vs. non-narrative, etc.) yield a difference in mean scores on the outcome. The other 
question is: Assuming there is such an effect, what explains it? Mediation analyses can play a role in 
addressing that latter question, by clarifying the role of intervening psychological states.5

But the focus of the present discussion is the first question, and more specifically the focus is: What 
counts as evidence that a given message variation is systematically related to differences on some other 
variable (e.g., an outcome)? And the key point being made here is that individual-level relationships 
(e.g., individual-level correlations) do not provide good evidence; the only suitable evidence comes 
from message-level analyses.6

Avoiding the mistake

There are no easy ways to avoid this reasoning mistake. Researchers naturally discuss whether, or how 
strongly, two variables are correlated – but without specifying the unit of analysis. “Transportation and 
persuasion are positively correlated,” “intentions and behaviors are positively correlated,” “perceived 
website interactivity and perceived website credibility are positively correlated,” and so on. And yet, as 
seen above, the question of how two variables are correlated when individual is the unit of analysis is 
different from the question of how those variables are correlated when message is the unit of analysis.

Perhaps the best one can hope for is that in the future researchers might pay closer attention to the 
unit of analysis when discussing correlations. To say, for example, “transportation and persuasion are 
positively correlated” is an invitation to misunderstanding, precisely because the unit of analysis is not 

5The challenges of mediation analyses should not be underestimated. See, e.g., Bullock and Green (2021), Chan et al. (2022), Fiedler 
et al. (2018), Loh and Ren (2022), Meule (2019), Rohrer et al. (2022), and Xu et al. (2023).

6If individual-level correlations are not good evidence for message-level claims, what sort of evidence is needed to underwrite 
message-level claims? Extensive discussion of that question is already in hand. Consider, for example, extant work on the 
weaknesses of “single-message” designs (in which a single message represents an abstract message category of interest) as 
a basis for supporting generalizations about message types (e.g., Jackson and Jacobs, 1983; Jackson et al., 1988, 1989). For some 
relevant subsequent work, see Brashers and Jackson (1999), Clifford et al. (in press), Clifford and Rainey (2024), and Reeves et al. 
(2016).
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specified. “Individuals’ scores on transportation and persuasion are positively correlated” might at 
least sensitize one to how the unit of analysis is relevant.

Increasing familiarity with multilevel modeling might also alert researchers to this issue. Multilevel 
modeling is a family of statistical techniques for data analysis when lower levels of units are contained 
within higher levels, as when students are within classrooms, which are within schools, which are 
within school districts (for useful overviews, see Park et al., 2008; Robson & Pevalin, 2016). Because 
multilevel modeling involves attending to multiple levels of analysis, it is common to see an emphasis 
on ensuring that one’s claims be backed by an appropriate level of analysis – individual-level analyses, 
for example, for individual-level claims (see, e.g., Diez-Roux, 1998, pp. 218–219).7

Summary

Communication research is different from psychology. Claims about messages are different from 
claims about individuals. And so, for example, the claim that “messages evoking more transportation 
are generally more persuasive than messages evoking less transportation” is different from the claim 
that “individuals who experience greater transportation are generally more persuaded than individuals 
who experience less transportation.”

Correspondingly, what is required to support claims about messages is different from what is 
required to support claims about individuals. Supporting claims about messages needs message-level 
analyses, not individual-level analyses. Attending to that difference is crucial to aligning evidence and 
claims in communication research.
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